A Susceptible-Infected Model for Exploring the Effects of Neighborhood Structures on Epidemic Processes
– A Segregation Analysis
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Abstract. This work explores and analyzes the effects of neighborhood structures on disease spreading in a compartmental epidemic CA-model. The main goal is to investigate how different neighborhood configurations are able to affect the spatial and temporal distribution of infected and susceptible individuals and the chance of having members from these different groups interacting with each other. It uses the idea of “activity-space neighborhood”, which extends traditional contiguity-based neighborhoods to capture interactions beyond those established in a residential environment. To depict the spatial distribution of infected and susceptible individuals along the simulation steps, we introduce the use of spatial segregation indices, traditionally adopted in urban studies, to an epidemiological context.

1. Introduction and Motivation

Over the last decades, studies on epidemiology have recognized the importance of adopting a systemic view of epidemic processes. However, most of these approaches are based on ordinary differential equations or statistical models [19, 5, 26], which are unable to explore spatially-explicit patterns and interactions that are relevant to understand the dynamics of disease transmission.

To overcome these limitations, many studies have started using Cellular Automata (CA) models [35, 32] to obtain new insights on how epidemic processes evolve in time and space [22, 18, 16, 30, 33, 24]. Cellular automata are self-reproductive dynamic systems, where time and space are discretized [29]. They are composed of a lattice of cells, called cellular space, each one with a pattern of local connections to other cells, and subjected to given boundary conditions [33, 27]. Each cell can assume a state, among a enumerable set of states, which can change at every time-step according to local transition rules (deterministic or stochastic) based on the states of the cell and possibly of its neighbors. CA-based models have a long tradition in modeling and simulation of complex spatial phenomena, and its potential has been widely recognized in several fields of study [28, 1, 6, 34, 7].

In CA models, the concept of neighborhoods is a key component, since it determines how the elements that build up the model interact [14]. To say that two cells are neighbors means that one is exerting some sort of influence over the state (spatial, temporal and/or behavioral) of the other. Thus, it is an essential aspect to represent interactions between individuals in a society.
This paper investigates the effects of neighborhood structures on disease spreading by using a susceptible-infected (SI) epidemics CA-model. Despite its simplicity, the SI model can be used for early detection of infections diseases outbreaks [25] and has the advantage of being easily extended to models that accommodate additional categories [20], such as the susceptible-infected-susceptible (SIS) model – commonly used to represent bacterial infections –, the susceptible-infected-recovered (SIR) model – usually applied to viral infections –, or others epidemiological compartmental models [15]. The SI model can be also applied to problems of other nature, called general epidemic process, as forest fire propagation [2, 3] or the spread of information on a society [31].

This work dedicates particular attention to the spatial distribution of infected and susceptible individuals. Its main goal is to investigate how different neighborhood configurations are able to affect the spatial and temporal distribution of infected and susceptible people and the chance of having members from these different groups interacting with each other. It introduces the idea of “activity-space neighborhood”, which extends traditional contiguity-based neighborhoods (e.g., Moore or Von Neumann) to capture not only interactions established in a residential environment, but also those resulting from other daily activities, such as work or school.

In addition, this study explores how the initial distribution of infected individuals influences the spatiotemporal patterns of disease spread. To depict the spatial distribution of infected and susceptible individuals along the simulation steps, we introduce the use of spatial segregation indices, traditionally adopted in urban studies, to an epidemiological context. Global and local spatial segregation indices are computed: while global indices express the segregation state for the city as a whole, local indices are able to depict the degree of segregation in different points of the simulated environment and can be visualized as maps [12].

The development of the model presented in this work was carried out using the TerraME (Terra Modeling Environment) platform [10]. TerraME is an extended CA-based computational framework for spatial dynamic modeling that implements the concepts of Nested Cellular Automata (Nested-CA). It is an extension of Lua programming language [17], and uses the geoprocessing library TerraLib [9] for handling geospatial data.

2. Methodology

The dynamics of disease dissemination is modeled by a two-dimensional cellular automata grid in which each cell represents an individual. For each time step, each individual can take one of two states: susceptible or infected. To keep the model as simple as possible, births and natural deaths were ignored, as well as incubation periods due to pathogen replication and possible mortality induced by disease.

To investigate the impact of different neighborhood structures on the dynamics of epidemic processes, we performed simulation experiments using two types of neighborhoods. The first one is the classical Moore neighborhood [35], which comprises the eight cells surrounding a central cell (Figure 1(a)). This type of vicinity is used on dissemination processes that depend on contiguous proximity relations, like forest fire propagation [2, 3], cell to cell infection [36] or tumor growth [28]. The second type of neighborhood relies on the concept of activity space, that is, the space in which people live from
day to day, where individuals interact on a daily basis [21]. This is particular important for simulating epidemic processes in which contact relations between individuals are a relevant issue to consider (e.g., respiratory diseases). Therefore, the activity-space neighborhood includes not only relations established in a residential environment, which can be represented by the Moore neighborhood, but also additional ones, such as the relations resulting from work, school and leisure activities. To represent the latter, we added a random component to the neighborhood, as illustrated in Figure 1(b).

For the neighborhoods based on contiguity, we considered the null boundary condition [11], meaning that the cells located on the borders have as neighbors only those cells immediately adjacent to them into the grid. For the random component of the activity-space neighborhood, an average of 2 neighbors for each cell was considered. For that, we considered that each cell of the lattice can be neighbor of a particular cell with probability $2/N^2$, where $N^2$ is the number of cells in the cellular space.

Initially, the model assumes that a percentage $\rho$ of the population is infected. To test the importance of the spatial distribution of initial disease focus, these early infected individuals were distributed in two ways: concentrated in a central cluster or randomly scattered in the lattice.

Mixing the two types of neighborhood with the two initial spatial distributions of infected people, we performed four experiments based on the following combinations:

- **Experiment A.** Moore neighborhood with a centralized initial disease focus;
- **Experiment B.** Moore neighborhood with initial infected people randomly scattered;
- **Experiment C.** Activity-space neighborhood with a centralized disease focus;
- **Experiment D.** Activity-space neighborhood with initial infected people randomly scattered.

For each time step $t$, the dynamics of people interactions were based on the following rule: each individual located at position $(i, j)$ can become infected according to the probability

$$Pr(i, j, t) = \beta \cdot \frac{\text{number of infected neighbors of cell } (i,j) \text{ at time } t}{\text{number of neighbors of cell } (i,j)},$$

where $\beta$ is the contagion probability. Implicitly, this formula assumes an idea of time-sharing: the more neighbors an individual has, the less time he spends with each neighbor. Figure 2 illustrates some situations of time-sharing. Each circle in Figure 2 represents one individual, while the edges represent the neighborhood relations. The blues circles correspond to susceptible individuals and the red ones represent the infected individuals. In
cases (a) and (b), the individuals at the top of the graph have the same amount of neighbors and, therefore, their chances to get exposed to the pathogen are the same. However, in case (b), the individual at the top is more likely to become infected than the one in case (a). Regarding the case (c), the individual’s chance to be exposed to the pathogen is greater than the one in case (a), since the latter has fewer neighbors. However, the individual at the top in case (c) is less likely to become infected than the one in case (a), since he spends less time with each neighbor. The idea of time-sharing is fundamental in our approach, because it differentiates the risk of being exposed to the pathogen from the risk of contracting it.

![Figure 2](image)

**Figure 2.** Some situations of time-sharing. Each circle represents one individual, while the edges represent the neighborhood relations. The blue circles correspond to susceptible individuals and the red ones represent the infected subjects.

Each iteration corresponds to one time step and the common parameters used in all simulations are showed in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Parameters used in all simulations.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fixed Parameters</strong></td>
</tr>
<tr>
<td>Dimension of cellular space ($N$)</td>
</tr>
<tr>
<td>Percentage of initial infected people ($\rho$)</td>
</tr>
<tr>
<td>Contagion probability ($\beta$)</td>
</tr>
</tbody>
</table>

For monitoring the simulation outputs, we compute the time needed for achieving the saturation point (all individuals becoming infected) and spatial indices of segregation. In this epidemiological context, indices of segregation are used to depict the potential contact between infected and susceptible individuals. Global and local spatial indices of segregation are calculated: while global indices summarize the segregation degree of the whole city and can be reported and plotted in graphs, local indices depict segregation as a spatially variant phenomenon. The model reports spatial exposure and isolation indices [12]. The global version of the exposure index of group $m$ to $n$ ($exp_{m,n}$) measures the average proportion of group $n$ in the neighborhood of each member of group $m$. The exposure index ranges from 0 to 1 (maximum exposure) and its formula is:

$$exp_{m,n} = \sum_{j=1}^{J} \frac{N_{jm}}{N_m} \cdot \frac{L_{jn}}{L_j},$$

where $J$ is the total number of areal units (cells); $N_{jm}$ is the population of group $m$ in areal unit $j$; $N_m$ is the population of group $m$ in the study area (lattice); $L_{jn}$ is the population belonging to group $n$ in the neighborhood of $j$; and $L_j$ is the population in the neighborhood of $j$. The exposure index values depend on the overall population composition of
the study area. For example, if there is an increase in proportion of group \( n \), the value of \( \exp_{(m,n)} \) tends to become higher. The spatial isolation index \( \text{isol}_m \) is a particular case of the exposure index that expresses the exposure of group \( m \) to itself. Both indices also present local versions that can be displayed as maps.

3. Results and Discussions

The behavior of the number of infectious individuals (epidemiologically, the prevalence) over the time steps is shown on Figure 3. Each time series evolves under a sigmoidal-like shape (a logistic function): one first region with a fast growth followed by an stationary trend. On the cases with the randomly scattered initial condition, for both neighborhood types (MS and AS curves), the rapid initial growth is explained by the formation of several distinct and simultaneous foci of disease in the first time steps. On the other hand, for both initial condition configurations, the activity-space neighborhood (corresponding to AC and AS curves) is the fastest way of epidemic spreading.

![Figure 3. Time series of infected people density. (a) Four time series according with the experiments: MC means Moore neighborhood with concentrated initial infected people; MS means Moore neighborhood with randomly scattered initial infected people; AC means activity-space neighborhood with concentrated initial infected people and AS means activity-space neighborhood with randomly scattered initial infected people. (b) The behavior of MC curve during 139 time steps.](attachment:figure3.png)

For the four different combinations of neighborhood types and initial spatial distributions, we also compared the dynamics of the density of infected individuals \( \text{densInfec} \) with global and local indices of segregation (Figures 4, 5 and 6). The segregation indices considered in the analysis were: isolation of infected individuals \( \text{isolInfec} \) and exposure of susceptible to infected individuals \( \text{expSuscInfec} \).

In Experiment A, which combines the Moore neighborhood with a centralized initial disease focus, the initial 5% of infected individuals are highly isolated, revealing a global index of isolation of infected individuals of 0.79 (Figure 4(a)). This means that, on average, 79% of the individuals in the surroundings of an infected entity are also infected.
On the other hand, the exposure index of susceptible individuals to the infected ones, equal to 0.01, reveals that, on average, only 1% of the individuals in the surroundings of a healthy entity are infected.

The local indices of segregation displayed in Figures 5(a) and 6(a) ($t = 0$) complement this information by showing, respectively, where the infected individuals are initially isolated and the location of a few susceptible individuals with a certain degree of exposure to the infected ones.

As time progresses, the isolation of infected individuals increases slowly, in a linear fashion, and only achieves its maximum value ($isolInfec = 1$) when $t = 139$. It is important to remind that the isolation index necessarily achieves its maximum value at the saturation point, when 100% of the individuals in the surroundings of each infected individual are also infected.

The curve depicting the exposure index of susceptible to infected individuals ($expSuscInfec$) has an exponential-like shape, which increases slowly during the first simulation iterations but accelerates its rhythm as the proportion of infected individuals increases. Figures 5(a) and 6(a) illustrate the spatial pattern of these processes of isolation/exposure, showing how the epidemics dynamics resemble a cluster expansion that
Figure 5. Local indices of isolation of infected individuals computed for four experiments based on different combinations of neighborhood types and initial spatial distributions: (a) Moore neighborhood and centralized initial distribution, (b) Moore neighborhood and scattered initial distribution, (c) activity-space neighborhood and centralized initial distribution, and (d) activity-space neighborhood and scattered initial distribution.

The spreading pattern is consistent for describing processes dictated by contiguous proximity relations.

The Experiment B is similar to the above and also more appropriate to describing dissemination processes ruled by contiguous proximity relations. Nevertheless, in this case, we test the impact of having several initial disease foci randomly scattered in the lattice. Comparing situations A and B in Figure 4, its possible to observe that the scattered initial configuration promoted a strong decrease in the initial isolation of infected individuals ($isolInfec$ decays from 0.79 to 0.09). The exposure of susceptible to infected individuals, on the other hand, increases and reaches the same value as the proportion of infected people ($expSuscInfec = 0.05$), meaning that, on average, a susceptible entity has 5% of infected individuals in its surroundings.
Figure 6. Local indices of exposure of susceptible to infected individuals computed for four experiments based on different combinations of neighborhood types and initial spatial distributions: (a) Moore neighborhood and centralized initial distribution, (b) Moore neighborhood and scattered initial distribution, (c) activity-space neighborhood and centralized initial distribution, and (d) activity-space neighborhood and scattered initial distribution.

Figure 4(b) also shows that the curve describing the isolation index of infected individuals followed a sigmoid shape similar to the one obtained for the density of infected entities. The exposure index of susceptible to infected individuals increased in a linear manner and presents much higher values along the time axis when compared with situation A. In this less-segregated pattern, where the contact between a susceptible and an infected entity becomes more common, it is possible to observe a much faster spread of the epidemics, which saturated at $t = 53$. Figures 5(b) and 6(b) show the local isolation and exposure patterns associated with this type of propagation dynamics.

The Experiment C starts with the same initial condition as the one presented in Experiment A, i.e., with a centralized initial disease focus and a high isolation degree of infected individuals. Nevertheless, it adopts the activity-space neighborhood to model
the interactions between entities, which is a more realistic approach to represent those epidemic processes that depend on direct-contact relations between individuals. Because the activity-space neighborhood includes a non-contiguous component that models those interactions that do not necessarily occur in the surroundings of the individual’s residence, the initial isolation of infected individuals strongly decreases during the first iterations of the simulation (Figure 4(c)), when several disease outbreaks appeared (Figure 5(c), $t = 10$) in different points of the lattice. These outbreaks, which are the result of interactions that occur, for instance, during work or school activities, accelerate the dissemination of the epidemic (saturation time equal to 53).

The Experiment D combines the activity-space neighborhood with the initial pattern characterized by several disease foci randomly scattered in the lattice. Comparing with the other experiments, this situation provides the least-segregated patterns between infected and susceptible individuals and, therefore, is also where the saturation point is achieved faster (saturation time equal to 46). Figure 4(d) shows that, in this case, the curves describing the isolation and exposure indices followed the same sigmoid shape as the curve depicting the density of infected individuals. This behavior is the natural trend of both isolation and exposure indices, since an increase in the density of infected individuals also tends to increase the chance of individuals in general (infected or susceptible) to have more infected individuals in their surroundings.

4. Conclusions and Perspectives

This work investigated the effects of neighborhood structures on disease spreading through a compartmental epidemiological CA-model. The paper demonstrated how CA-based models allow the design and exploration of different scenarios of disease transmission dynamics. CA models are able to address the emergence of global spatial patterns of dissemination processes from local interactions between entities and/or individuals. In addition, it provides empirical ways for testing hypotheses and exploring the impacts of public policies.

Considering the concept of neighborhood as an essential aspect to represent interactions between individuals, this work relied on the idea of activity space to explore a neighborhood type that includes not only places surrounding the residential location of individuals, which can be represented by contiguity-based neighborhoods (e.g., Moore), but also additional areas where individuals interact on a daily basis, such as work or school. By combining two types of neighborhood (activity-space or Moore) with two different initial spatial distribution of infected people (centralized or randomly scattered), four different scenarios were simulated and analyzed.

For the analyses, local and global indices of isolation and exposure, normally applied for measuring segregation between social groups, were adopted in this epidemiological context as tools able to depict the spatial arrangement between infected and susceptible individuals as well as the potential contact between them. Using these indices to monitor the simulation scenarios, it was possible to obtain new insights on how epidemics evolve on time and space. The experiments revealed, for instance, how the activity-space neighborhood is related to the appearance of additional disease outbreaks in different areas of the lattice. These outbreaks promote a less-segregated pattern between infected and susceptible individuals and, therefore, a faster spread of the disease.
Such results reinforce the need of considering more realistic neighborhood structures, such as the activity-space neighborhood, to represent epidemic processes that depend on direct-contact relations between individuals. For empirical analysis, the implementation of the activity-space neighborhood would demand the use of additional data that are able to reveal the areas in which people live and interact day-to-day (e.g., origin-destination surveys).
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