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Evidence indicates that the Earth self-regulates at a state that is tolerated by life, but why should the organisms that
leave the most descendants be the ones that contribute to regulating their planetary environment? The evolving Gaia
theory focuses on the feedback mechanisms, stemming from naturally selected traits of organisms, that could
generate such self-regulation.

Organisms alter their material environment and their environment
constrains and naturally selects organisms. This connection indi-
cates feedback between life and its environment. The Gaia theory1

proposes that organisms contribute to self-regulating feedback
mechanisms that have kept the Earth’s surface environment stable
and habitable for life. Gaia theory seeks to explain these mechan-
isms and how they arise. Natural selection2, acting on faithful
replication of inherited variation, determines that the organisms
that dominate are the ones that leave the most descendants.
Together, natural selection and Gaia pose a puzzle: how can self-
regulation at the planetary level emerge from natural selection at the
individual level3?

Here I attempt to address this question by focusing on the
feedbacks to biospheric growth and selective pressures that can
arise from environment-altering traits of the biota. This approach
helps to bridge the spatial and temporal gaps between the operation
of natural selection and the mechanisms of planetary regulation.
The arguments are largely restricted to climate regulation, but the
principles may be more generally applicable to any environmental
variable affecting growth or selective pressures. An example of a
feedback on the growth of organisms is the biological amplification
of rock weathering, which enhances the uptake of atmospheric
carbon dioxide and planetary cooling. Such a feedback tends to
stabilize habitable conditions, but can respond only passively to
external forcing. To illustrate how biospheric feedbacks affect
natural selection, and to explore the impact of random mutation,
I extend the Daisyworld model that has underpinned much of the
early modelling work on the Gaia hypothesis. In Daisyworld,
natural selection can both generate and contribute to environmen-
tal regulation. The daisies alter their environment in the same way at
the individual and the global level. Therefore, the traits selected at
the individual level are ones that change the global environment in a
manner favourable to growth.

Moving from models to reality, I discuss how organisms may alter
their environment to their benefit, using land ecosystems including
rainforest, boreal forest and peat bog as examples. I consider both
externally triggered and internally driven vegetation–environment
feedbacks. Next, I illustrate the continuing challenge of linking an
individual trait to its global consequences by examining the factors
affecting dimethyl sulphide production by marine phytoplankton. I
discuss the limitations of existing models and make proposals for
further testing Gaia theory. At this stage, it seems that natural
selection can form an integral part of planetary self-regulation and,
where destabilizing effects arise, they may be less likely than
stabilizing effects to attain global significance or persist.

Origin of the Gaia hypothesis
In attempting to find a physical basis for detecting the presence of
life on a planet, Lovelock4 recognized that most organisms shift their
physical environment away from equilibrium. In particular, organ-
isms use the atmosphere to supply resources and as a repository for
waste products. In contrast, the atmosphere of a planet without life
(forced only by solar ultraviolet radiation) should show less dis-
equilibrium (attributable to photochemical processes). Hence, the

presence of abundant life on a planet may be detectable by atmos-
pheric analysis. The atmospheres of Mars and Venus are dominated
by carbon dioxide and are only in a mild state of disequilibrium5,6.
In contrast, the atmosphere of the Earth is in an extreme state of
disequilibrium in which highly reactive gases, such as methane and
oxygen, exist together at levels that are different by many orders of
magnitude from photochemical steady states6 (Fig. 1a). Large,
biogenic fluxes of gases are involved in maintaining such disequili-
brium (Fig. 1b). This perturbed state is remarkable in that the
atmospheric composition is fairly stable over periods of time that
are much longer than the residence times of the constituent gases,
indicating that life may regulate the composition of the Earth’s
atmosphere7. This concept became the foundation of Gaia theory7.

Present conditions at the surface of the Earth are within the
relatively narrow boundaries that eukaryotic, multicellular organ-
isms can tolerate7. For example, of the major atmospheric gases,
nitrogen maintains much of the atmospheric pressure and dilutes

Figure 1 The effect of life on the Earth’s atmosphere. a, Atmospheric

compositions93 of Earth, Mars and Venus (excluding water vapour and noble

gases). b, Estimated fluxes of gases at the Earth’s surface in teramoles

(1012 moles) per year, with (pre-industrial) life77,94,95 and without life96.
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oxygen, which constitutes 21% of the atmosphere, just below the
fraction at which fires would disrupt land life8. However, oxygen is
sufficiently abundant to support the metabolism of large aerobes,
and the continuous fossil charcoal record indicates that the oxygen
mixing ratio has varied little over Phanerozoic time1,8. The gaseous
nitrogen reservoir is largely maintained by the actions of denitrify-
ing organisms, whereas abundant oxygen is the product of past
photosynthesis.

Life on Earth has persisted despite major changes in solar
forcing7. The Sun is thought to have warmed by about 25%
(ref. 9) since the origin of life on Earth, over 3.8 billion years
ago10. Assuming a constant radiative response of the Earth to this
increased solar input, the Earth’s surface temperature would be
predicted to have risen by 18 8C, yet the present average temperature
is only 15 8C. The continuous habitability of the Earth in the face of
a warming Sun indicates that life may have been involved in
regulating the climate (although a purely geochemical mechanism
is also possible11).

Lovelock and Margulis12–14 therefore proposed the Gaia hypoth-
esis of ‘‘atmospheric homeostasis by and for the biosphere’’, adding
that both the redox potential and the acidity of the Earth’s surface
are anomalous, compared with our planetary neighbours, and can
be tolerated by life. The hypothesis included regulation of both
atmospheric composition and climate, and suggested roles for the
major biogenic gases. The Gaia hypothesis was used to make
predictions, for example that marine organisms would make vola-
tile compounds that can transfer essential elements from the ocean
to the land. The discovery that dimethyl sulphide15 and methyl
iodide16 are the major atmospheric carriers of the sulphur and
iodine cycles, respectively, supported this suggestion. Later, the Gaia
hypothesis was extended17 to include regulation of much of the
chemical composition of the ocean18.

Development of the Gaia theory
Most criticisms of Gaia have focused on the need for evolutionary
mechanisms by which regulatory feedback loops could have arisen
or be maintained. One criticism was that the hypothesis implies
teleology, some conscious foresight or planning by the biota3.
Another was that the Earth is not a unit of selection, and therefore
Gaian properties cannot be ‘adaptations’ in a strict neo-Darwinian
sense as they cannot be refined by natural selection19. The challenge
is then to explain how Gaian properties could arise from natural
selection at lower levels.

The Daisyworld model20,21 (Box 1) provided a hypothetical
example of planetary regulation emerging from competition and
natural selection at the level of individuals, and showed that self-
regulation does not necessarily imply teleology. Daisyworld also
offered the beginnings of a mathematical framework for under-
standing self-regulation. The evolved Gaia theory22 recognized that
self-regulation is a property of the whole system of life tightly
coupled to its environment, and replaced earlier suggestions, which
included apparent teleology, that regulation is ‘by and for the
biota’23,24. Gaia theory aims to be consistent with evolutionary
biology and views the evolution of organisms and their material
environment as so closely coupled that they form a single, indivi-
sible, process25. Organisms possess environment-altering traits
because the benefit that these traits confer (to the fitness of the
organisms) outweighs the cost in energy to the individual.

Since the genesis of the Gaia hypothesis, predictions, proposed
mechanisms and evidence consistent with self-regulation have
accumulated1,24,26. In particular, the continuous habitability of the
Earth, despite major, periodic perturbations, is consistent with the
existence of a planetary self-regulating system1. Planetesimal
impacts27 and volcanic outbursts28 (which may be triggered by the
impacts29) appear to have caused mass extinctions30 and climate
change31 and yet, in all cases, diverse, widespread life and a tolerable
climate returned within a short period of geological time.

Are there alternative explanations for what appears to be evidence
of self-regulation? Perhaps the antithesis of Gaia is that it is random
chance that life has persisted on Earth. A long history of life on Earth
may not be evidence in itself for self-regulation: it is merely a
prerequisite for conscious observers to have evolved32. However,
given the large perturbations and changes in forcing of the Earth’s
surface, being ‘just lucky’ is a less probable explanation for the
persistence of life than the existence of some form of planetary self-
regulation.

An intermediate position accepts the existence of regulatory
mechanisms on Earth but denies that there is any evolutionary
tendency towards planetary self-regulation3,33. In this case, we
inhabit a planet that just happened to have stabilizing feedbacks.
Where destabilizing feedbacks dominate, life is likely to perish
before evolution produces conscious observers. This is consistent
with the view that life and climate evolve together33,34, with life
adapting to environmental changes, some of which it creates. If an
inherent tendency towards self-regulation can be shown it will
provide a more probable explanation of the persistence of life on
Earth than that of co-evolution.

Some geochemists have asserted that there is no need to invoke
life to explain the maintenance of habitable conditions on Earth35.
For example, they argue that abiotic, purely geochemical and
geophysical feedbacks (Fig. 2) are enough to maintain a favourable
climate, offering silicate-weathering negative feedback11 as an
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Figure 2 A hierarchy of environmental feedbacks. Three levels are identified,

abiotic (purely geochemical and geophysical) feedback, feedback on growth and

feedback on natural selection (see text). ‘Trait’ always refers to an environment-

altering trait, and ‘growth’ includes reproduction. At each level, both positive and

negative feedbacks are possible, and these are illustrated in a general form. A

plus symbol indicates a direct relationship. For example, an increase in the

population with a particular environment-altering trait increases the resulting

change in the environment. A plus/minus symbol indicates a relationship that can

be either direct or inverse depending on specific conditions. For example, a

change in the environment may increase or decrease the growth rate of

individuals carrying the responsible trait, depending on the state of the

environment and the direction in which it is being altered. When all the links of

a complete feedback loop are positive, the feedback is positive; when one link is

negative, the feedback is negative. Steps up the hierarchy are often additive. The

activities of organisms can alter an underlying geochemical or geophysical

feedback, while feedbacks on selection may be superimposed on underlying

feedbacks on growth. (The spread of a trait is often subject to a direct positive

feedback that is not shown—the larger a population, the larger its rate of growth.)
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explanation. The chemical weathering of calcium-silicate rocks by
weakly acidic rain liberates calcium ions that may combine with
carbon dioxide as solid calcium carbonate. A rise in planetary
temperature (for example) would provoke a rise in weathering
rate and a counteracting decline in the concentration of carbon
dioxide in the atmosphere (until the weathering sink again matched
the source flux of carbon dioxide from volcanoes). Negative feed-
backs tend to counteract change and thus stabilize a range of
conditions. Silicate-weathering should act to maintain liquid
water at a planet’s surface. However, geochemical negative feedbacks
operate slowly and are not very responsive to perturbation.

Positive feedbacks, notably the ice–albedo feedback36, would also
be present on an Earth without life. As polar ice-sheets descend in
latitude, the resulting increase in planetary albedo (reflectivity)
causes cooling, encouraging the ice to spread further. Beyond a
certain latitude there is runaway feedback, and the planet becomes
completely covered with ice. Such abiotic, positive feedbacks oper-
ate over a narrow range and tend to force a system to extreme states.
An ice-covered Earth would be uninhabitable for most organisms.
The silicate-weathering negative feedback could not prevent run-
away of the ice–albedo positive feedback as the latter operates much
faster37, indicating that abiotic feedbacks may not be sensitive
enough to maintain a habitable climate on Earth for 3.8 billion
years.

There are limitations to a purely geochemical view of Earth’s
climate history. The absence of siderite from palaeosols of over

2.2 Gyr age indicates that levels of atmospheric carbon dioxide in
the late Archaean era may have been insufficient to compensate for
lower solar luminosity38. Biogenic methane may then have con-
tributed significantly to the atmospheric greenhouse effect1,38,39.
Precambrian glaciations appear to have been rare, although glacia-
tion may have occurred at equatorial latitudes at ,0.7 Gyr and
,2.2 Gyr ago40. Recovery of a habitable climate from suggested
‘snowball Earth’ conditions would indicate a remarkable resili-
ence to perturbation40. More evidence is needed to test specific
hypotheses for the roles of life in maintaining a habitable climate
and in recovery from perturbation. However, it is clear that
organisms are involved in many environmental feedbacks on
Earth (including silicate-weathering; Box 2), and their effects
need to be considered.

The basis of environmental regulation
Gaia theory focuses on three intrinsic and one extrinsic property of
living organisms1. First, all organisms alter their environment by
taking in free energy and excreting high-entropy waste products in
order to maintain a low internal entropy41. Second, organisms grow
and multiply, potentially exponentially, providing an intrinsic
positive feedback to life (the more life there is, the more life it can
beget). Third, for each environmental variable, there is a level or
range at which growth of a particular organism is maximum. Thus,
carbon-based chemistry and the structures of cells, with their lipid
membranes, limit the tolerable range of climate and chemistry42.
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Box 1 Daisyworld: self-regulation without teleology
Daisyworld20,21 is an imaginary grey world orbiting,

at a similar distance to the Earth, a star, like our

Sun, which gets warmer with time. The world is

seeded with two types of life, black and white

daisies. These share the same optimum tempera-

ture for growth, 22.5 8C, and limits to growth of 5 8C

and 40 8C.

Initial conditions on the planet are so cold that

daisy seeds cannot germinate. As solar forcing

increases and the temperature reaches 5 8C, the

first seeds germinate. The paleness of the white

daisies means that they are cooler than their

surroundings, hindering their own growth. The

black daisies, in contrast, warm their surround-

ings, enhancing their growth and reproduction.

Hence black daisies come to dominate the initial

community (see figure).

As they spread, the black daisies begin to

warm the planet. This increases the growth rate of

all daisies, an environmental positive feedback

that reinforces the spread of life. As the warmer,

darker daisies are closer to the optimum tempera-

ture than the white daisies, they remain dominant.

Soon the limited area of planet surface constrains

the explosion of life. When daisies fill the world,

the average temperature has risen close to the

optimum for daisy growth.

As the sun warms, the temperature rises to the

point at which white daisies begin to appear in the

daisy community. As it warms further the white

daisies gain the selective advantage over the

black daisies and gradually take over. Eventually,

only white daisies are left, and when the solar

forcing gets too high, self-regulation collapses.

The self-regulationof Daisyworld is impressive:

although the solar input changes over a range

equivalent to 45 8C the surface of the planet is

maintained within a few degrees of the optimum

temperature for daisy growth.

Box 1 Figure The original Daisyworld model. A thought experiment to show

that planetary self-regulation can emerge from natural selection, at the

individual level, of types of life with different environment-altering traits20,21. In

this case the traits are ‘darkness’ (albedo 0.15) and ‘paleness’ (albedo 0.65) of

black and white daisies, on a grey planet (albedo 0.4). The equations are

described in ref. 21. a, Planetary temperature as solar luminosity increases.

The dashed line (A) shows the temperature in the absence of daisies and the

solid line (B) shows the temperature in the presence of daisies. b, Areal cover

of black and white daisies.
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Finally, once a planet contains different types of life (phenotypes)
with faithfully replicated, heritable variation (different genotypes)
growing and competing for resources, natural selection determines
that the types of life that leave the most descendants come to
dominate their environment2.

There is considerable variation in the degree of environmental
alteration, rate of growth, environmental constraints and operation
of natural selection on different types of life42. The argument I
develop here focuses on common features of all organisms. Organ-
isms both alter and are constrained by their environment, so
feedback is inevitable. Feedback begins at the individual level, but
growth implies that feedback has the potential to spread to the
global level; the disequilibrium of the Earth’s atmosphere indicates
that this has occurred.

Gaia theory treats the ways in which organisms alter their
environment as (extended19) phenotypic traits, although, in most
cases, the genetic basis of these traits is unknown. From a Gaian
perspective, it is the environmental alteration, not which particular
organism is responsible for it, that is important. Selection acting on
different organisms altering the environment in the same way, to a
similar degree, has little environmental consequence.

Some activities that alter the environment are so advantageous
(to the organisms carrying out the activities) that they become
widespread, fundamental properties of organisms. (An example is
photosynthesis, the implications of which have been studied by
modelling the Archaean–Proterozoic transition25,43.) Other activ-
ities are favourable only under particular environmental conditions
and hence are subject to selection. In such cases, it is often changes
in one environmental variable that determine whether a trait
remains selectively favourable. If the spread of the trait alters this
environmental variable, it also alters the forces of selection deter-
mining its own value.
A hierarchy of feedbacks. A conceptual hierarchy of feedbacks is
used to attempt a synthesis of natural selection and environmental
feedback. Abiotic feedbacks, present on a lifeless planet, form the
base, added to which are two key steps (Fig. 2). The first step is to
add organisms that alter their environment in a manner that affects
their growth, without altering the forces of selection on the
responsible trait. The resulting (‘non-selective’) feedbacks on
growth rate can be positive (amplifying) or negative (damping).
The second step is to consider the spread of traits that alter the forces
of selection on themselves. This adds ‘selective’ feedback (which
‘involves selection’). Selective feedback occurs whenever the spread
of a trait critically alters the environmental variable that determines
the benefit of that trait. The alteration in the variable can maintain,
or even promote, conditions in which the trait is advantageous,
generating positive selective feedback. Alternatively, the environ-
mental alteration can start to reduce the advantage of the trait,
generating negative selective feedback.
Feedbacks on growth. Changes in the environment due to a
particular trait can be favourable or unfavourable for growth.
However, the spread of a trait that alters the environment in a
manner that is favourable to growth tends to be reinforced (positive
feedback on growth). In contrast, the spread of a trait that alters the
environment away from optimal growth conditions is restrained
(through negative feedback on growth). This represents a natural
tendency towards environmental self-regulation that can be illus-
trated by the biological enhancement of silicate weathering4,47. This
widespread activity of life on land amplifies the existing geochem-
ical feedback. It is arguably the best established Gaian mechanism
and is modelled as a non-selective feedback on growth in Box 2.

To illustrate the first step up the feedback hierarchy (Fig. 2), rock-
weathering organisms are introduced to a world in which silicate
weathering is the only geochemical feedback (Box 2 Fig.). If the
temperature is initially above the optimum for growth (as would be
the case for the present Earth without this biological
enhancement46), the spread of life would increase the rate of rock

weathering and reduce the level of carbon dioxide in the planet’s
atmosphere, causing cooling. As the temperature decreases and
comes closer to the optimum for growth, organisms rapidly fill the
world and the temperature drops quickly to below the optimum for
growth. Any further spread of life becomes restricted because
further cooling reduces growth rate. (If temperatures are initially
below the optimum for growth, the spread of rock weathering
immediately restricts itself, by reducing growth rates. This is
consistent with Gaia theory, because in the real world there are
many environment-altering traits. If a warming activity arises under
such conditions its spread is reinforced.)

The tendency towards self-regulation is the result of the three
intrinsic properties of life. Altering the environment changes exist-
ing geochemical and geophysical feedbacks and creates new feed-
backs. Growth amplifies any feedback involving organisms.
Biological amplification makes geochemical and geophysical feed-
backs more sensitive and responsive to perturbation. Environmen-
tal constraints determine the form of the function relating growth to
each environmental variable. Where there is a range of maximum
growth, positive and negative feedback regimes exist on either side
of the range. Across a range of external forcing, a system with
sufficient biological amplification automatically stabilizes in the
negative feedback regime. Hence, in contrast to a dead world, the
introduction of organisms brings an inherent tendency to stabilize
conditions that are inhabitable by life.

Non-selective feedback on growth provides a basis for environ-
mental self-regulation. However, one such feedback alone can
respond only passively to external forcing. As illustrated by the
rock-weathering model, the steady state of the system moves in
parallel with changes in external forcing, although at a more
amenable level.
Feedbacks on selection. The next step up our hierarchy of feed-
backs (Fig. 2) is to consider what happens when different types of
life with heritable variation arise on a planet and there is com-
petition and natural selection. Daisyworld21 (Box 1) provides a
simple, albeit hypothetical, example of this situation. The daisy
traits of ‘darkness’ and ‘paleness’ change the world in a way that
alters the forces of selection on them, generating selective feedback.

In Daisyworld, the environmental variable determining selective
forces is temperature. In the beginning, when it is cold, being black
confers a selective advantage. The spread of the trait of ‘darkness’
increases the temperature of the world (providing positive feedback
on growth). However, this increases the individual temperatures of
the daisies, and thus reduces the selective value of ‘darkness’. When
daisies fill the world the black daisies have brought the planetary
temperature to a point where ‘darkness’ no longer confers much, if
any, of a selective advantage. As the sun warms, the white daisies
gradually take over.

Daisyworld shows that selective feedback is the result of a trait
altering the same environmental variable at the level of selection and
at a large scale. In the original Daisyworld, the selective feedbacks
are negative. The alteration of the environment resulting from the
spread of a trait is one that ultimately reduces the benefit of that
trait. This is a consequence of the colour traits altering the
environmental conditions in the same direction at the individual
and the higher (in this case, global) level.

What happens when the environmental alteration occurs in
different directions at the individual and global levels? An example
in Daisyworld are black daisies that generate white clouds as a
consequence of the convective heat rising from the warm, black
daisy clumps21. These daisies become warm but, by producing
clouds, cool the global environment. As a consequence, the black
daisies out-compete the white daisies, driving them to extinction.
Thus black cloud-makers maintain the cool conditions in which
they are at a selective advantage, an example of positive selective
feedback.

Daisyworld shows that natural selection can contribute to envir-

review article

442 NATURE | VOL 394 | 30 JULY 1998



Nature © Macmillan Publishers Ltd 1998

8

onmental self-regulation. The combination of selective feedbacks
shows active regulation: as the solar forcing increases, the surface
temperature of the planet is held close to constant.

Evolution on Daisyworld
Evolution by natural selection needs inherited variation on which to
act, and in the original Daisyworld such variation is minimal (there
are only two shades of daisy). A Daisyworld with a much larger pool
of variant daisies of many different colours, has been modelled48.
The consequence of competition on Daisyworld is exclusion of all
but one or two types of daisy at a given solar luminosity49. The types
of daisy selected give the planetary temperature most closely
matching the optimum for daisy growth. This adds to the case
that, given variation, selection can help to generate environmental
self-regulation.

Evolutionary biologists argue that there is an inherent conflict
between the more immediate, local optimization of evolution by

natural selection and the longer term, larger scale process of
environmental regulation50. To address this issue properly requires
a move from ‘static’ evolutionary models towards those mimicking
the generation of new traits51.

A specific criticism is that ‘cheats’ will disrupt self-regulation by
not contributing to it and thus saving themselves energy. To address
this criticism, Lovelock43 introduced into Daisyworld a grey daisy
that saved energy by not producing black or white pigment. This
cheat did not destroy regulation because it had a selective advantage
only when the solar input was close to the level at which regulation
was not required. At extremes of solar input, the cost of producing
the right pigment is outweighed by the benefit from being at a
temperature closer to the optimum for growth. This emphasizes
that environmental regulation can only emerge from traits that are
more beneficial than costly to the individual.

A different proposal for local optimization has been made52.
When the average temperature of Daisyworld is at the optimum for
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Box 2 Biological amplification of rock weathering
Rock weathering is enhanced by a range of

organisms in different ways47. There is debate

over which effects are most significant. Root

respiration and the microbial decay of organic

matter enhance soil carbon dioxide levels by 10-

to 100-fold over atmospheric levels46. The resulting

increase in carbonic acid accelerates the weath-

ering reaction. Physical weathering of rocks is

enhanced by microbial microfracturing of mineral

grains, production of polysaccharides (which

swell when wet) by bacteria and fungi and rock

splitting by plant roots. These processes create

surfaces for chemical weathering. Organic and

inorganic acids, actively produced in bacterial

decomposition and by lichen, donate protons

which accelerate weathering. The initial formation

and subsequent stabiization of soil maintains a

high surface area of minerals in contact with

acidified water, encouraging further weathering.

From an evolutionary perspective, the biologi-

cal mechanisms of enhancing rock weathering fall

broadly into two categories. Some are the passive

result of other processes, whereas others involve

an active input of energy. Respiration is part of the

fundamental biochemistry of life. The resulting

increase in weathering is an inadvertent side

effect, which is unlikely to be selected against. In

contrast, when microbes and lichens are coloniz-

ing new rock surfaces97, several active processes

that are subject to selection, such as the produc-

tion of acids, are used,. Where weathering is

active, the pursuit of nutrients may be the biologi-

cal motivation. The global consequence of

enhanced rock weathering is a lowering of

carbon dioxide levels and hence of temperature.

Changes in either of these variables do not alter

the selective advantage of seeking nutrients, but

they can alter growth rates. Thus, amplification of

weathering provides an example of a non-selec-

tive feedback on growth (see figure).

Box 2 Figure A simple model of biological amplification of weathering. Rock-

weathering land organisms are introduced to a world in which negative

feedback on silicate weathering determines the partial pressure of carbon

dioxide and the surface temperature. Solar input forces the model, starting at

today’s value for the Earth and increasing linearly by a total of 12.5%. Carbon

dioxide is assumed to be in steady state and the input of carbon dioxide is

held constant. Hence, the level of carbon dioxide adjusts so that its removal

by weathering matches its input. The radiative relationship between solar

luminosity, carbon dioxide level and planetary temperature is a grey

atmosphere approximation, fitted to results (L. L. Brown, personal commu-

nication) from a one-dimensional, radiative–convective, climate model98. The

functional dependencies of weathering rate on temperature and carbon

dioxide level are those suggested in ref. 11. However, I conservatively46

assume that, at present, land organisms amplify weathering rates by a

factor of ten. This makes the model world, without life, initially 19 8C warmer

than today’s Earth. Land organisms are introduced after luminosity has

increased by 0.2%. The land area covered by organisms is modelled in the

same way as in Daisyworld. The weathering rate increases linearly with the

area covered byorganisms, up to amaximumof ten times the abiotic rate. The

optimum temperature for growth is 22.5 8C and the relationship between

growth rate and temperature is a gaussian curve. Carbon dioxide fertilizes

growth. a, Planetary temperature evolution, (A) without and (B) with life.b, The

areal cover of land organisms and the resulting changes in carbon dioxide

mixing ratio. (The model is robust to instantaneous perturbations that remove

90% of the organisms. The decline in plant life at the end is due to a lack of

carbon dioxide.)
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daisy growth, individual black daisies are warmer, and individual
white daisies cooler, than their environment. If there is enough
heritable variation in optimum temperature among the daisies, we
expect the average optimum temperature of the black daisies to
evolve upwards, and that of the white daisies to evolve downwards.
The gain from this adaptation is a small increase in the area of the
planet covered by daisies (at a given solar luminosity in the range of
regulation). The loss is a reduction in the range of regulation. In this
case, local optimization compromises regulation but does not
destroy it.

A problem with all the variations of Daisyworld discussed above is

that the types of daisy are determined at the beginning, with no
allowance for further evolutionary change53. To address this
criticism51 I introduce a model of mutation in Daisyworld (Fig.
3). The world is seeded with a grey daisy of the same albedo
(reflectivity) as the planet’s surface; this daisy makes no contribu-
tion to regulation. Colour mutation in either direction, increasing
or decreasing albedo, is equally likely. At the individual level there is
equal probability that ‘Gaian’ and ‘anti-Gaian’ behaviour will arise.
Under the initial, cold conditions, a paler daisy would be ‘anti-
Gaian’ in the sense that it would alter the environment away from
ideal conditions, whereas a darker daisy would be ‘Gaian’ in that it
would make the environment more favourable to growth. If ‘Gaian’
and ‘anti-Gaian’ behaviours are equally likely to emerge at the
individual level, what grounds are there to expect self-regulation54?

Application of the model shows that with sufficient probability of
mutation to generate new types, planetary self-regulation emerges
(Fig. 3). A trait that brings the resulting organism closer to the
optimum growth conditions will spread. Such a trait is, by defini-
tion, ‘Gaian’. In contrast, a mutation in an ‘anti-Gaian’ direction will
have its spread restricted by putting the organism responsible at an
evolutionary disadvantage. This behaviour results from the daisy
traits of albedo altering the environment in the same way at the
individual and global levels. More complex studies55,56 show that
mutation of albedo can also extend the range of regulation.

One can imagine situations in which the outcome of natural
selection does not contribute to environmental regulation. An
example would be mutation of the temperature tolerance of the
daisies52. Such internal, physiological adaptations to prevailing
conditions may reduce the need to alter the environment. However,
there are environmental constraints on such adaptation, such as the
onset of water-stress. In this case, there may also be energetic
reasons to favour albedo change over physiological change55. The
outcome of the potential for both environmental alteration and
internal adaptation to prevailing conditions deserves further test-
ing. However, there are many examples of living plants altering
climate to their own benefit (see ‘Land ecosystems’ section below).

The selective pressures exerted by different types of organism on
one another (for example, predators on their prey) are not directly
related to the environment. Will they, therefore, undermine envir-
onmental regulation? A developing series of Daisyworld models,
with increasingly complex ecology48,57,58 (Box 3), provides a frame-
work to address this puzzle. Introducing selective herbivory on the
daisies slightly impairs regulation but does not destroy it, because
selective pressures from the environment dominate. In contrast,
when feedback to the environment is arbitrarily removed, regula-
tion of both population dynamics and climate disappear57. In
addition, when different types of herbivore are present, operating
under different feeding strategies58, the dominant herbivore is
determined by the daisy–environment feedback, rather than the
distribution of daisy types being determined by the herbivores
(Box 3).

From models to reality
The robust self-regulation of Daisyworld is an outcome of the direct
and strong coupling of plant growth to planetary temperature, but
the real world is far more complex. The primary value of models is
heuristic59. The actual mechanisms of climate regulation in Daisy-
world were not intended to explicitly represent those on the Earth,
although similar feedbacks were later recognized1 (see below).
However, Daisyworld has been usefully adapted to modelling of
community ecology48,57,58 (Box 3) and of chemical and climatic
regulation1,25,43,60.

Daisyworld ignores important levels of the environment between
the individual and the global levels. The temperature of an indivi-
dual daisy is determined only by the difference between its albedo
and the albedo of the planet. If the daisies were real, their individual
temperatures would depend somewhat on their neighbours and
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Figure 3 Model for mutating Daisyworld. A model world is seeded with a grey

daisy (C) of the same albedo (0.4) as the planet’s surface. Daisy albedo can

mutate in discrete steps of 0.05 (with limits of 0.2 and 0.65), and the resulting

variation is faithfully replicated. The probability of mutation for any individual

reproducing daisy is a constant parameter. Thus, the probability of mutation for a

particular daisy type is proportional to the population of that type. This means the

more abundant types are more likely to beget new types. Mutation is equally

probable in either direction of increasing or decreasingalbedo. Solar luminosity is

increased in steps of 0.004. At each time step there is the possibility of mutation,

which is followed by100 cyclesof populationdynamics, so the resulting types can

approach equilibrium. a, Planetary temperature evolution. The dashed line (A)

shows the temperature increase without life, and the solid line (B) shows the

result of the introduction of daisies (with a mutation probability of one-fifth their

areal coverage). b, Areal cover of the various daisy types generated. C is the

starting type (albedo 0.4) which flourishes initially, when alone, and has a

significant population later, when solar luminosity is such that there is no need for

regulation. D is a darker mutant of albedo 0.35 that arises and dominates at low

solar luminosity. E, F, G, H and I arepaler mutants of albedos 0.45, 0.5, 0.55, 0.6 and

0.65, respectively. E–I are favoured in sequence when solar luminosity increases

background temperatures above the optimum for daisy growth.
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their region. In a two-dimensional extension of Daisyworld56,
albedo mutation generates a heterogeneous distribution of daisy
colours and the inclusion of spatial heat transport extends the range
of climate regulation.

The simple models presented here show a homogeneous world, in
which the background conditions are the same everywhere, but the
real world has many regions and a range of background conditions.
The clearest regional distinction is between land and ocean. Super-
imposed on this is the varying solar input across the spherical
surface of the Earth; this creates a continuum of background
temperature and moisture conditions between the Equator and
the poles.

Oversimplifying to a one-niche model means that when the
system collapses, it does so in one rapid switch. In the two-
dimensional Daisyworld56, destructive habitat fragmentation
impairs temperature regulation once a threshold is reached at
which the diminishing areas of daisies become disconnected. This
emphasizes the importance of unrestricted competition and natural
selection for regulation on Daisyworld. In reality there are many
niches, and physical barriers can prevent organisms from competing
directly with one another. By modelling separate land and ocean
biotas, it can be shown that the demise of regulation in one region
may not spell disaster for the entire system, as long as enough
organisms in other areas are contributing to regulation60.

Land ecosystems
In the real world, coupling between life and its environment occurs
at all scales, beginning with localized niche construction61 and with
ecosystems emerging as integrated systems between the individual
and the global levels62,63. Gaian feedback concepts may usefully be
applied to these levels. Ecosystem-level environmental feedbacks
must be understandable in terms of natural selection. Equally, an
ecosystem cannot spread and persist indefinitely if it alters regional
and global conditions away from those amenable to the constituent
organisms22. Ecosystems that have stabilizing feedback will tend to
persist and spread, whereas ecosystems that develop destabilizing
feedback will tend to collapse and disappear. Thus, we might expect
ecosystems with stabilizing internal and environmental feedbacks to
predominate (see ‘Testing Gaia’ section below).

The trees of the Amazon rainforest, through generating a high
level of water cycling, maintain the moist environmental conditions
in which they can persist64 (a positive feedback on growth and
selection). Nutrients are also effectively retained and recylced22. If
too much forest is removed, the water-regulation system can
collapse, the topsoil is washed away and the region reverts to arid
semi-desert, a change that may be difficult to reverse65.

Boreal forest trees are somewhat analogous to the dark daisies of
Daisyworld1. The individual trees possess the traits of snow-shed-
ding and darkness that give them a low albedo and make them
warmer than their surroundings. The presence of forest warms the
region and the hemisphere66. However, the forest remains well
below the optimum temperature for growth for most of the year.
Thus, the system shows constrained, positive feedback (on growth).
This amplifies any increases in temperature due to regional warm-
ing. The winter mean temperature change for 1965–1995 shows a
2.5 8C rise across the band of northern high-latitude forests67 and
further amplified warming is predicted under global change68.

The terrestrial biomes significantly alter climate in different
ways1,65,66 and compete for space. Thus, their geographical distribu-
tions are the result of complex feedbacks involving climate and
succession. The resulting dynamic balance can shift in response to
both external triggers and internally driven changes.

Shifts in the balance between boreal forest and tundra amplify
external forcing: 115,000 years ago, orbital forcing reduced summer
temperatures and seems to have triggered the spreading of the arctic
tundra southwards to replace boreal forest69. The resulting increase
in albedo, because of unmasked snow cover, would have added to

regional and planetary cooling and may have generated the onset of
glaciation69. The positive feedback has probably also operated in the
opposite direction: 6,000 years ago, orbital forcing warmed the high
latitudes, which would have triggered boreal forests to spread
northwards and amplify the initial warming70. Indeed, boreal
forest may often be involved in maintaining periods of global
warmth71.

Internal changes in ecosystems, involving feedbacks on growth
and natural selection, may drive changes in climate1,72. Ecological
succession may involve the onset of regulatory feedbacks, including
resistance to invasion by damaging outsider species51. For example,
peat bogs have been proposed as a ‘climax’ ecosystem in many
regions72. Through promoting soil acidification, iron-capping,
water storage and the build up of peat, peat bog plants exclude
trees and other plants72,73, generating positive selective feedback.

Marine phytoplankton
The production of dimethyl sulphide (DMS) by marine phyto-
plankton is an example of an individual trait with global
consequences74, which illustrates the complex steps linking organ-
isms to their environment75–77. This topical area of research
(reviewed in refs 74–77) has been greatly stimulated by Gaian
thinking.

Different species of marine phytoplankton produce varying
amounts of dimethylsulphoniopropionate (DMSP), the precursor
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Box 3 Ecology and biodiversity in Daisyworld
It was proposed99 that the mathematics of evolutionary models would be

simpler if the evolution of organisms and of their physical environment

was considered as a single process. To test this idea, herbivores then

carnivores were introduced into a biodiverse Daisyworld model48. These

predators fed unselectively, eating the same fraction of their prey, regard-

less of the prey’s abundance. The model shows remarkable mathema-

tical stability for many species. Adding the unselective herbivores results

in smaller populations of daisies at any given time and, therefore, a small

decrease in the range of temperature regulation. Adding the carnivores

reduces the herbivore populations, thus increasing the daisy populations

and the range of regulation.

The biodiversity model provides a framework in which to explore the

implications of interorganism selection for environmental self-regulation.

A variation of this model is to compare the effects of an unselective

herbivore (type 0) and three different types of selective herbivore (types 1–

3) that favour more abundant over less abundant daisies to varying

degrees57. The frequency-dependent selection leads to exploiter-

mediated co-existence of the daisies and differing degrees of daisy

biodiversity according to the precise herbivore feeding strategy. One

type of selective herbivore (type 3) improves temperature regulation

relative to unselective herbivory, whereas the other two (types 1 and 2)

slightly impair regulation.

A next step towards modellinga realistic community is to introduce the

three types of selective herbivore together58 (large types571–3). If selection

by the herbivores dominates the system, we expect there to be small

populations of many daisy colours right up to the extents of regulation,

which would therefore be reduced. Instead at extreme solar luminosities

there is an innate tendency for a reduction in daisy biodiversity, because

onlyone or two daisy shades (darkones at the beginningand light ones at

the end) are selected by the environment and can provide regulation. The

rising populations of these one or two daisy types determine that the

dominant herbivore becomes the one that eats the largest proportion of

daisies that are at high abundances (type 1). The model thus shows the

herbivores being selected by the daisy–environment feedback, rather

than the distribution of daisy types being selected by the herbivores.

Furthermore, decreasing the number of food-web connections reduces

resilience58.
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of DMS76. DMSP is one of a range of compatible solutes, believed to
be produced as an osmolyte, that can alleviate salt-stress and
prevent freezing76,78. The conversion of DMSP to DMS is catalysed
by the enzyme DMSP lyase. This process is enhanced by virus
infection and zooplankton grazing76,79 and may be adaptive79,80. The
main reservoir of DMS is in the ocean, where it is consumed by
bacteria and oxidized to dimethylsulphoxide (DMSO)76. Air–sea
exchange results in a net flux of DMS to the atmosphere76 (Fig. 1b).
In the atmosphere, DMS is oxidized in a range of oxidation
reactions81. The main pathway generates sulphur dioxide which is
further oxidized to sulphate, and which can ultimately contribute to
sulphate aerosol formation. (A secondary pathway generates metha-
nesulphonate which can be measured in ice cores and used as a
proxy for DMS production in the past82,83.) Sulphate aerosol is a
major source of cloud condensation nuclei77,84, which can form
cloud droplets that are important scatterers of solar radiation.
DMS-derived aerosols can therefore increase cloud albedo85 and
the consequent return of solar radiation to space, which would be
expected to cool the affected region and the planet74.

What types of feedback (Fig. 2) are generated by DMS emissions?
Any benefits of altering the environment are estimated to be small in
comparison to the energy cost of DMSP production78; thus, we
might expect DMSP production to remain selectively favourable
regardless of the environmental alteration. A (non-selective) nega-
tive feedback on growth of DMS-emitting phytoplankton and
climate was first proposed74 whereby a reduction in temperature
and light beneath clouds reduces photosynthesis and restricts the
spread of DMS producers. Subsequent modelling60 elaborated this
proposal26, and indicated that the formation of a thermocline at
,10 8C might limit the supply of nutrients to the surface ocean, thus
setting an effective optimum for plankton growth. Beneath this
temperature lies the originally proposed regime of negative feed-
back. Above it, however, an increase in temperature may be
amplified by a decrease in photosynthetic production86, DMS
production and cloud reflectivity, generating positive feedback.
Evidence that DMS production in the Southern Hemisphere was
enhanced during the last ice age82,83 indicated that the feedback may
then have been negative, but switched to become positive as
temperatures rose at glacial termination60,75,83. However, no single
relationship between temperature and DMS emissions is consistent
with all existing data83. This is not surprising, given the other factors
now thought to influence DMS production. For example, it has
been proposed87 and confirmed76,88,89 that when nitrogen is abun-
dant the compatible solute, glycine betaine, is produced instead of
DMSP. When nitrogen is limited, organisms switch to making
DMSP. Marine organisms are responsible for a sea–air flux of
ammonia of similar magnitude to the DMS flux90. In the atmos-
phere, acidic sulphate cloud droplets scavenge the alkaline ammo-
nia, in a process that may be important for particle nucleation91, and
the rain out of these droplets may fuel new photosynthetic produc-
tion in remote marine areas90.

Testing Gaia
The Gaia theory is a valuable hypothesis generator1,23–25. Predictions
from Gaia, including ancillary hypotheses of mechanisms, have
been tested and corroborated24. However, direct tests of Gaia92 are
difficult, because of the temporal and spatial scales involved. A
challenge for future work will be to develop a range of more realistic
and testable models.

One approach would be to test whether adding a realistic
environment and random generation of environment-altering
traits would enhance the stability of a community ecology model
(W. D. Hamilton, personal communication), thus allowing ecosys-
tem-level predictions to be made. For example, the consequences of
nitrogen fixation and biological amplification of rock weathering on
available nutrient reservoirs and community dynamics could be
tested against natural and experimental systems.

Modelling of interacting ecosystems competing for space in a
shared planetary environment might test whether those with
stabilizing feedbacks come to predominate. A dynamic vegetation
component for future global circulation models (GCMs), being
developed at present, could be put to this task and offer comparison
with the real world (P. M. Cox, personal communication). GCM
simulations indicate that vegetation almost always influences cli-
mate for its own benefit, by making high latitudes warmer and by
increasing continental rainfall everywhere (R. A. Betts, personal
communication). However, GCM simulations are restricted to
relatively short timescales. A simpler (energy-balance) model of
feedbacks between the biosphere and climate would provide a
framework with which to explore effects over longer timescales
(for example, those involved in glacial–interglacial transitions). In
this context, feedbacks that have yet to be incorporated in GCM
simulations (such as those involving DMS production) could be
quantitatively evaluated and predictions made. In addition, the
effects of competition and selection, within the land and ocean
realms, could be explored by explicit modelling of different types of
terrestrial vegetation and marine phytoplankton with characteristic
environment-altering traits.

Conclusions
When asked to explain how planetary self-regulation could have
arisen, we are in much the same position as Darwin when asked how
the eye could have evolved. We see a complex phenomenon and
have only the beginnings of a theory with which to tackle the puzzle.
Darwin focused on the exponential growth of organisms, the
constraints imposed on them by their environment and the result-
ing natural selection. The fact that organisms also alter their
environment means there is an inevitable feedback connection
between the living and non-living. I have tried to describe the
forms that such a connection could take. The implications may be
far reaching; simple principles suggest that environmental regula-
tion can emerge at levels from the individual to the global. Natural
selection is seen as an integral part of Gaia, and Gaia theory also has
something to offer evolutionary biology. Gaian models suggest that
we must consider the totality of organisms and their material
environment to fully understand which traits come to persist and
dominate. M

T. M. Lenton is at the School of Environmental Sciences, University of East Anglia,
Norwich NR4 7TJ, UK.

1. Lovelock, J. E. The Ages of Gaia 2nd edn (Oxford Univ. Press, Oxford, 1995).
2. Darwin, C. The Origin of Species (John Murray, London, 1959).
3. Doolittle, W. F. Is Nature really motherly? CoEvol. Quart. Spring, 58–63 (1981).
4. Lovelock, J. E. A physical basis for life detection experiments. Nature 207, 568–570 (1965).
5. Hitchcock, D. R. & Lovelock, J. E. Life detection by atmospheric analysis. Icarus 7, 149–159 (1967).
6. Lovelock, J. E. Thermodynamics and the recognition of alien biospheres. Proc. R. Soc. Lond. B 189,

167–181 (1975).
7. Lovelock, J. E. Gaia as seen through the atmosphere. Atmos. Environ. 6, 579–580 (1972).
8. Watson, A. J., Lovelock, J. E. & Margulis, L. Methanogenesis, fires and the regulation of atmospheric

oxygen. Biosystems 10, 293–298 (1978).
9. Newman, M. J. & Rood, R. T. Implications of solar evolution for the Earth’s early atmosphere. Science

198, 1035–1037 (1977).
10. Mojzsis, S. J. et al. Evidence for life on Earth before 3,800 million years ago. Nature 384, 55–59 (1996).
11. Walker, J. C. G., Hays, P. B. & Kasting, J. F. A negative feedback mechanism for the long-term

stabilization of Earth’s surface temperature. J. Geophys. Res. 86, 9776–9782 (1981).
12. Lovelock, J. E. & Margulis, L. Atmospheric homeostasis by and for the biosphere: the gaia hypothesis.

Tellus 26, 2–10 (1974).
13. Margulis, L. & Lovelock, J. E. Biological modulation of the Earth’s atmosphere. Icarus 21, 471–489

(1974).
14. Lovelock, J. E. & Margulis, L. Homeostatic tendencies of the Earth’s atmosphere. Origins Life 5, 93–

103 (1974).
15. Lovelock, J. E., Maggs, R. J. & Rasmussen, R. A. Atmospheric dimethyl sulphide and the natural

sulphur cycle. Nature 237, 452–453 (1972).
16. Lovelock, J. E., Maggs, R. J. & Wade, R. J. Halogenated hydrocarbons in and over the Atlantic. Nature

241, 194–196 (1973).
17. Lovelock, J. E. Gaia—A New Look at Life on Earth (Oxford Univ. Press, 1979).
18. Whitfield, M. The world ocean: mechanism or machination? Interdisc. Sci. Rev. 6, 12–35 (1981).
19. Dawkins, R. The Extended Phenotype (Oxford Univ. Press, 1983).
20. Lovelock, J. E. in Biomineralisation and Biological Metal Accumulation (eds Westbroek, P. & de Jong, E.

W.) 15–25 (Reidel, Dordrecht, 1983).
21. Watson, A. J. & Lovelock, J. E. Biological homeostasis of the global environment: the parable of

Daisyworld. Tellus 35B, 284–289 (1983).
22. Lovelock, J. E. Geophysiology: a new look at earth science. Bull. Am. Meteorol. Soc. 67, 392–397 (1986).

review article

446 NATURE | VOL 394 | 30 JULY 1998



Nature © Macmillan Publishers Ltd 1998

8

23. Kerr, R. A. No longer willful, Gaia becomes respectable. Science 240, 393–395 (1988).
24. Lovelock, J. E. Hands up for the Gaia hypothesis. Nature 344, 100–102 (1990).
25. Lovelock, J. E. Geophysiology, the science of Gaia. Rev. Geophys. 27, 215–222 (1989).
26. Kump, L. R. & Lovelock, J. E. in Future Climates of the World: A Modelling Perspective (ed. Henderson-

Sellers, A.) 537–553 (Elsevier, Oxford, 1995).
27. Alvarez, W. et al. Impact theory of mass extinctions and the invertebrate fossil record. Science 223,

1135–1141 (1984).
28. Officer, C. B., Hallam, A., Drake, C. L. & Devine, J. D. Late Cretaceous and paroxysmal Cretaceous/

Tertiary extinctions. Nature 326, 143–149 (1987).
29. Rampino, M. R. Impact cratering and flood basalt volcanism. Nature 327, 468 (1987).
30. Raup, D. M. & Sepkoski, J. J. Mass extinctions in the marine fossil record. Science 215, 1501–1503

(1982).
31. Rampino, M. R. & Volk, T. Mass extinctions, atmospheric sulphur and climatic warming at the K/T

boundary. Nature 332, 63–65 (1988).
32. Watson, A. J. Gaia. New Sci. Inside Science 48, 1–4 (1991).
33. Ehrlich, P. in Scientists on Gaia (eds Schneider, S. H. & Boston, P. J.) 19–22 (MIT, London, 1991).
34. Schneider, S. H. & Londer, R. The Coevolution of Climate and Life (Sierra Club, San Francisco,

1984).
35. Holland, H. D. The Chemcial Evolution of the Atmosphere and the Oceans (Princeton Univ. Press, NJ,

1984).
36. Budyko, M. I. The effect of solar radiation variations on the climate of the Earth. Tellus 21, 611–619

(1969).
37. Caldeira, K. & Kasting, J. F. Susceptibility of the early Earth to irreversible glaciations caused by carbon

dioxide clouds. Nature 359, 226–228 (1992).
38. Rye, R., Kuo, P. H. & Holland, H. D. Atmospheric carbon dioxide concentraitons before 2.2 billion

years ago. Nature 378, 603–605 (1995).
39. Hayes, J. M. in Early Life on Earth, Nobel Symposium No. 84 (ed. Bengtson, S.) 220–236 (Columbia

Univ. Press, New York, 1994).
40. Evans, D. A., Beukes, N. J. & Kirschvink, J. L. Low-latitude glaciation in the Palaeoproterozoic era.

Nature 386, 262–266 (1997).
41. Schrodinger, E. What is Life? (Cambridge Univ. Press, 1944).
42. DeDuve, C. Vital Dust (Basic, New York, 1995).
43. Lovelock, J. E. Geophysiology. Trans. R. Soc. Edinb. Earth Sci. 80, 169–175 (1989).
44. Lovelock, J. E. & Whitfield, M. Life span of the biosphere. Nature 296, 561–563 (1982).
45. Lovelock, J. E. & Watson, A. J. The regulation of carbon dioxide and climate: Gaia or geochemistry.

Planet. Space Sci. 30, 795–802 (1982).
46. Schwartzman, D. W. & Volk, T. Biotic enhancement of weathering and the habitabiity of Earth. Nature

340, 457–460 (1989).
47. Schwartzman, D. W. & Volk, T. Biotic enhancement of weathering and surface temperatures on earth

since the origin of life. Palaeogeogr. Palaeoclimatol. Palaeoecol. 90, 357–371 (1991).
48. Lovelock, J. E. A numerical model for biodiversity. Phil. Trans. R. Soc. Lond. B 338, 383–391 (1992).
49. Maddock, L. Effects of simple environmental feedback on some population models. Tellus 43B, 331–

337 (1991).
50. Maynard Smith, J. & Szathmary, E. The Major Transitions in Evolution (Freeman, Oxford, 1995).
51. Hamilton, W. D. Ecology in the large: Gaia and Genghis Khan. J. Appl. Ecol. 32, 451–453 (1995).
52. Saunders, P. T. Evolution without natural selection: further implications of the Daisyworld parable. J.

Theor. Biol. 166, 365–373 (1994).
53. Keeling, R. in Scientists on Gaia (eds Scheider, S. H. & Boston, P. J.) 118–120 (MIT, London, 1991).
54. Kirchner, J. W. The Gaia hypothesis: can it be tested? Rev. Geophys. 27, 223–235 (1989).
55. Stöcker, S. Regarding mutations in Daisyworld models. J. Theor. Biol. 175, 495–501 (1995).
56. Von Bloh, W., Block, A. & Schellnhuber, H. J. Self-stabilization of the biosphere under global change: a

tutorial geophysiological approach. Tellus 49B, 249–262 (1997).
57. Harding, S. P. & Lovelock, J. E. Exploiter-mediated coexistence and frequency-dependent selection in

a numerical model of biodiversity. J. Theor. Biol. 182, 109–116 (1996).
58. Harding, S. P. The effects of food web complexity on community stability and climate regulation in a

geophysiological model. Tellus (submitted).
59. Oreskes, N., Shrader-Frechette, K. & Belitz, K. Verification, validation, and confirmation of numerical

models in the Earth sciences. Science 263, 641–646 (1994).
60. Lovelock, J. E. & Kump, L. R. Failure of climate regulation in a geophysiological model. Nature 369,

732–734 (1994).
61. Laland, K. N., Odling-Smeet, F. J. & Feldman, M. W. The evolutionary consequences of niche

construction: a theoretical investigation using two-locus theory. J. Evol. Biol. 9, 293–316 (1996).
62. Patten, B. C. & Odum, E. P. The cybernetic nature of ecosystems. Am. Nat. 118, 886–895 (1981).
63. Chapin, F. S. III et al. Biotic control over the functioning of ecosystems. Science 277, 500–504 (1997).
64. Salati, E. in The Geophysiology of Amazonia: Vegetation and Climate Interactions (ed. Dickinson, R. E.)

273–296 (Wiley, New York, 1987).
65. Shukla, J., Nobre, C. & Sellers, P. Amazon deforestation and climate change. Science 247, 1322–1325

(1990).
66. Bonan, G. B., Pollard, D. & Thompson, S. L. Effects of boreal forest vegetation on global climate.

Nature 359, 716–718 (1992).

67. Hansen, J., Ruedy, R., Sato, M. & Reynolds, R. Global surface air temperature in 1995: return to pre-
Pinatubo level. J. Geophys. Res. 23, 1665–1668 (1996).

68. Betts, R. A., Cox, P. M., Lee, S. E. & Woodward, F. I. Contrasting physiological and structural
vegetation feedbacks in climate change simulations. Nature 387, 796–799 (1997).

69. Gallimore, R. G. & Kutzbach, J. E. Role of orbitally induced changes in tundra area in the onset of
glaciation. Nature 381, 503–505 (1996).

70. Foley, J. A., Kutzbach, J. E., Coe, M. T. & Levis, S. Feedbacks between climate and boreal forests during
the Holocene epoch. Nature 371, 52–54 (1994).

71. Otto-Bliesner, B. L. & Upchurch, G. R. Jr Vegetation-induced warming of high-latitude regions during
the Late Cretaceous period. Nature 385, 804–807 (1997).

72. Klinger, L. F. in Scientists on Gaia (eds Schneider, S. H. & Boston, P. J.) 247–255 (MIT, London, 1991).
73. Hamilton, W. D. Gaia’s benefits. New Sci. 151, 62–63 (1996).
74. Charlson, R. J., Lovelock, J. E., Andreae, M. O. & Warren, S. G. Oceanic phytoplankton, atmospheric

sulphur, cloud albedo and climate. Nature 326, 655–661 (1987).
75. Lovelock, J. E. A geohysiologist’s thoughts on the natural sulphur cycle. Phil. Trans. R. Soc. Lond. B

352, 143–147 (1997).
76. Liss, P. S., Hatton, A. D., Malin, G., Nightingale, P. D. & Turner, S. M. Marine sulphur emissions. Phil.

Trans. R. Soc. Lond. B 352, 159–169 (1997).
77. Andreae, M. O. & Crutzen, P. J. Atmospheric aerosols: biogeochemcial sources and role in atmo-

spheric chemistry. Science 276, 1052–1058 (1997).
78. Caldeira, K. Evolutionary pressures on planktonic production of atmospheric sulphur. Nature 337,

732–734 (1989).
79. Wolfe, G. V., Steinke, M. & Kirst, G. O. Grazing-activated chemical defence in a unicellular marine

alga. Nature 387, 894–897 (1997).
80. Hamilton, W. D. & Lenton, T. M. Spora and Gaia: how microbes fly with their clouds. Ethol. Ecol. Evol.

10, 1–16 (1998).
81. Ravishankara, A. R., Rudich, Y., Talukdar, R. & Barone, S. B. Oxidation of atmospheric reduced

sulphur compounds: perspective from laboratory studies. Phil. Trans. R. Soc. Lond. B 352, 171–182
(1997).

82. Legrand, M. et al. Ice-core record of oceanic emissions of dimethylsulphide during the last climate
cycle. Nature 350, 144–146 (1991).

83. Legrand, M. Ice-core records of atmospheric sulphur. Phil Trans. R. Soc. Lond. B 352, 241–250 (1997).
84. Ayers, G. P. & Gras, J. L. Seasonal relationship between cloud condensation nuclei and aerosol

methanesulphonate in marine air. Nature 353, 834–835 (1991).
85. Falkowski, P. G. et al. Natural versus anthropogenic factors affecting low-level cloud albedo over the

North Atlantic. Science 256, 1311–1313 (1992).
86. Roemmich, D. & McGowan, J. Climatic warming and the decline of zooplankton in the California

current. Science 267, 1324–1326 (1995).
87. Andreae, M. O. in The Role of Air–Sea Exchange in Geochemical Cycling (ed. Buat-Menard, P.) 331–

362 (Reidel, Dordrecht, 1986).
88. Turner, S. M., Malin, G., Liss, P. S., Harbour, D. S. & Holligan, P. M. The seasonal variation of dimethyl

sulphide and dimethylsulfonioproprionate concentrations in nearshore waters. Limnol. Oceanogr. 33,
364–375 (1988).

89. Gage, D. A. et al. A new route for synthesis of dimethylsulphoniopropionate in marine algae. Nature
387, 891–894 (1997).

90. Liss, P. S. & Galloway, J. N. in Interactions of C, N, P and S Biogeochemical Cycles and Global Change
(eds Wollast, R., Mackenzie, F. T. & Chou, L.) 259–281 (Springer, Berlin, 1993).

91. Eisele, F. L. & McMurray, P. H. Recent progress in understanding particle nucleation and growth. Phil.
Trans. R. Soc. Lond. B 352, 191–201 (1997).

92. Watson, A. J. in Gaia in Action, Science of the Living Earth (ed. Bunyard, P.) 65–74 (Floris, Edinburgh,
1996).

93. Wayne, R. P. Chemistry of Atmospheres 2nd edn (Oxford Univ. Press, 1991).
94. Mackenzie, F. T., Ver, L. M., Sabine, C., Lane, M. & Lerman, A. in Interactions of C, N, P and S

Biogeochemical Cycles and Global Change (eds Wollast, R., Mackenzie, F. T. & Chou, L.) 1–61
(Springer, Berlin, 1993).

95. Brasseur, G. P. & Chatfield, R. B. in Trace Gas Emission from Plants (eds Sharkey, T. D., Holland, E. A. &
Mooney, H. A.) 1–27 (Academic, San Diego, 1991).

96. Holland, H. D. The Chemistry of the Atmosphere and Oceans (Wiley, New York, 1978).
97. Jackson, T. A. & Keller, W. D. A comparitive study of the role of lichens and ‘‘inorganic’’ processes in

the chemical weathering of recent Hawaiian lava flows. Am. J. Sci. 269, 446–466 (1970).
98. Kasting, J. F., Whitmore, D. P. & Reynolds, R. T. Habitable zones around main sequence stars. Icarus

101, 108–128 (1993).
99. Lotka, A. Elements of Mathematical Biology (Dover, New York, 1956).

Acknowledgements. I thank J. E. Lovelock and S. J. Lovelock for inspiration and support; J. E. Lovelock
for earlier versions of the rock-weathering and mutating Daisyworld models; J. Maynard Smith and W. D.
Hamilton for encouragement; J. R. Lenton, M. Whitfield, A. J. Watson, S. P. Harding, S. M. Turner, P. S.
Liss, T. Tyrrell, C. Barlow and T. Volk for comments on the manuscript; UEA for a research studentship;
the Gaia Charity for additional funding; and Plymouth Marine Laboratory for providing facilities.

Correspondence should be addressed to the author (e-mail: t.lenton@uea.ac.uk).

review article

NATURE | VOL 394 | 30 JULY 1998 447


